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A B S T R A C T   

Pharmaceutical agents in oncology currently have high attrition rates from early to late phase clinical trials. 
Recent advances in computational methods, notably causal artificial intelligence, and availability of rich clinico- 
genomic databases have made it possible to simulate the efficacy of cancer drug protocols in diverse patient 
populations, which could inform and improve clinical trial design. Here, we review the current and potential use 
of in silico trials and causal AI to increase the efficacy and safety of traditional clinical trials. We conclude that in 
silico trials using causal AI approaches can simulate control and efficacy arms, inform patient recruitment and 
regimen titrations, and better enable subgroup analyses critical for precision medicine.   

1. Introduction 

Clinical trial optimization is an unmet need in oncology. Oncology 
has one of the highest number of drugs in multi-million-dollar clinical 
trials while also having one of the lowest Phase I to market likelihoods at 
5.1% [31]. Computational simulation of clinical trials, termed in silico 
trials (ISTs), can salvage the resources devoted to failed pharmacological 
studies by enabling better powered trials, simulating control and effi
cacy arms, and optimizing patient recruitment and drug protocols in 
efficacy arms. Here, we discuss the current challenges of traditional 
clinical trials in oncology, how ISTs can improve their efficacy and 
safety, and why causal artificial intelligence (AI) frameworks are 
uniquely poised to generate synthetic efficacy arms from multimodal 
clinico-genomic real-world data (RWD) in order to predict clinical 
intervention outcomes. 

Cancer remains a leading cause of death across the globe, with a 
great urgency for more effective pharmacologic treatments. However, 
traditional pharmacological clinical trials are limited by expense, time, 
sample size, and scope. Oncology clinical trials from Phase I to III take an 
average of eight years with a mean cost of $56.3 million [4]. A large 
percentage of these costs come from patient recruitment, as more par
ticipants are required at each incremental phase in the trial. Despite the 
greater demand for participants at each step, less than 10% of adult 
cancer patients partake in clinical trials, with even fewer children 
included as participants [33]. Lack of patient heterogeneity in Phase I 
can lead to ungeneralizable conclusions of the benefits and risks of a 
drug. As a result, many of these drugs are no longer efficacious in Phase 

II. Additionally, the attrition rate between Phase II and III trials, when 
the drug is given to a greater number of patients with complex clinical 
profiles, is over 75% [31]. 

Notably, phase III trials of pharmaceutical agents in oncology often 
rely on fixed doses and dosing schedules [13]. However, minute changes 
to drug dosing, chemical structure, or pharmacokinetic/dynamic (drug 
action and metabolism) profile could lead to better patient outcomes 
[19]. But, traditional clinical trials with preset intervention and control 
arms often prevent exploration of heterogeneity of a drug’s effective
ness, instead leading to the premature dismissal of potentially promising 
drugs [1]. Furthermore, even in successful Phase II and III trials, there is 
still limited availability to study response variability and excluded 
subpopulations. 

Recent “omics” studies that have started to appreciate this hetero
geneity have facilitated more precise regimens tailored to individual 
patient’s tumor mutations or molecular expression profiles. Advances in 
patient data generation and integration; collection of genomic and real- 
world data from the EMR; and AI and cloud-based supercomputing are 
converging to allow for the creation of in silico patients and trials. These 
in silico methods offer a viable alternative that addresses the limitations 
of clinical trials as described above. 

2. In silico trials 

In silico clinical trials develop virtual cohorts or case studies from 
patient-specific and disease-specific computational models to test the 
safety and efficacy of medical interventions. The foundation of ISTs 
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depends on the ability to recreate human physiology and pathology, 
including the impact of genetic variations on clinical outcomes. To do 
this, virtual platforms mine the growing real world clinico-genomic data 
collected from real patients to represent 3D anatomical shapes and/or 
clinical outcomes and the biochemical pathways and gene networks that 
drive them [36]. Particular feature(s) of the patient models, like the 
concentration of biomolecules, known to be affected by a drug in pre
clinical studies, can be modulated to test the effects of an intervention. 
Statistical models then use this information to predict relevant health 
outcomes commonly measured in RCTs, like tumor size, heart rate, and 
5-year survival. 

ISTs address many of the challenges inherent in the design of RCTs 
and streamline the drug development process. The virtual platforms of 
ISTs reduce the cost of clinical trials by cutting the expense of patient 
recruitment and physical resources as well as the duration of the trial. 
Furthermore, a larger sample size can be included in the studies, 
improving the statistical reliability of the results. Provided that the 
underlying data are diverse, the increase in sample size can improve the 
likelihood that the participant pool includes health data from under
represented high-risk subgroups (i.e. elderly patients, pregnant women) 
who are often excluded from clinical trials, ensuring the outcomes are 
more generalizable. As a result, they replicate scenarios that are difficult 
to study in real life and predict the long term or rare sequelae of in
terventions for diverse populations that RCTs are unlikely to reveal 
within a limited time frame. 

Observations from ISTs inform patient selection and drug adminis
tration protocols for studies done in the clinic. The results from the 
simulations could stratify virtual participants by their predicted 
outcome measures to identify characteristics of patients at risk of com
plications. For example, in silico modeling groups have applied ISTs to 
predict which patients would benefit from immunomodulating cancer 
therapies, consequently improving numerous Phase II/III clinical trials 
[2,6,35]. In 2018, one company built a 200-patient IST to compare the 
efficacy of the novel combinations of four candidate therapies (platinum 
doublet chemotherapy, anti-PD1, anti-CDLA4, and EGFR inhibitors) for 
non-small cell lung cancer (NSCLC) with the standard-of-care anti-PD1 
therapy [35]. The study noted trends in immune cell composition, 
biomarker levels, and cytokine levels of an individual’s tumor that 
differentiate between responders and nonresponders for each regimen. 
Similarly, another group analyzed data from patients to find genetic 
markers that predict response to immunotherapy for melanoma [2]. 

For individual patients or subgroups with poor outcomes, ISTs 
prompt further investigation into why the original intervention failed. 
For example, an in silico acute stroke model identified the ratio of as
trocytes to neurons as a driver for why hundreds of compounds suc
cessful in animal models failed for many in clinical trials [36]. This effort 
could inform modifications in the dosing, scheduling, and interaction 
among co-interventions for the drug(s) of interest to optimize its 
efficacy. 

While regularly adopted in various fields, including physics, math
ematics, and epidemiology, to predict the behavior of complex systems, 
in silico simulations are still nascent in medicine. They have been most 
appreciated for the assessment of medical devices. In 2018, FDA’s 
VICTRE study analyzed computer simulated imaging of 2986 in silico 
patients and predicted that breast tomosynthesis is more effective than 
standard-of-care digital mammography to detect lesions for various 
breast sizes and cancer types [3]. The results corresponded with a prior 
clinical study conducted on this topic. The findings verified that in silico 
imaging trials and tools should be considered viable sources of evidence 
for the regulatory evaluation of imaging devices. 

While underutilized in drug development, ISTs have also been 
instrumental for pharmaceutical trials, first in the form of synthetic 
control arms. This study design simulates the effects of placebo in
terventions on virtual patients and compares them to the experimental 
arm of RCTs. In addition to the benefits of ISTs listed above, synthetic 
control arms ensure that all participants of RCTs receive the 

experimental intervention, eliminating concerns about treatment 
assignment and the risk of unblinding [32]. In 2015, a healthcare 
company conducted a synthetic control arm of 68 patients for alectinib, 
a drug for non-small-cell lung cancer, accelerating its FDA approval and 
advancing its coverage by 18 months in European countries [32]. 
Similarly, another group used a synthetic control arm of 694 patients to 
accelerate the approval of blinatumomab for the treatment of a rare 
form of acute lymphoblastic leukemia [32]. 

Given the early success of synthetic control arms, companies have 
started to extend this approach for the simulation of intervention arm 
drug effects – in silico efficacy arms [36]. Notably, in 2007, one company 
simulated a rheumatic joint to compare the effects of rituximab versus 
anti-TNF in preventing bone erosion in rheumatoid arthritis patients 
with severe disease [26,36]. Their model predicted that rituximab was 
superior to anti-TNF therapies, findings confirmed by RCTs years later. 
More recently, a team of cancer researchers announced the success of its 
virtual trials in predicting the response to standard care therapies for 
AML and myelodysplastic syndromes and identifying patients unlikely 
to respond to prescribed therapies with high specificity and ~90% ac
curacy [35]. These triumphs demonstrate the utility of ISTs in sup
porting drug development, prompting more groups to apply this 
paradigm in oncology [1,25] and health organizations to consider these 
virtual platforms in their evaluation of a pharmaceutical intervention. 

3. Multimodal clinico-genomic data and in silico trials 

In silico trials have been recognized by the FDA as useful tools in 
advancing personalized treatment and streamlining RCTs [8,21]. In 
support, the FDA has been advocating for the collection of multimodal 
data sets and the development of bioinformatic infrastructures to 
analyze them. Advancements in data acquisition and sequencing tech
nology have reinforced this goal. 

Completed in 2003, The Human Genome Project mapped the genetic 
blueprint of the human body, generating vast amounts of information on 
genes that drive normal physiology and polygenic diseases like cancer. 
Insights from this project laid the groundwork for The Cancer Genome 
Atlas, which identified the complex heterogeneity of tumor molecular 
profiles between individuals [37]. This finding prompted the need for 
personalized approaches to cancer therapy. However, such approaches 
required more feasible genomic sequencing for individual patients to 
generate in silico trials that predict combination therapies with high 
likelihood of success. Newer models of gene expression microarray chips 
and RNA sequencing technologies developed in the 2010s have bridged 
the gap between theory and practice, enabling scientists to extract high- 
throughput genomic data while concomitantly reducing the speed and 
cost of doing so [22]. In this new era of data accessibility, we envision 
the early successes of in silico trials for the study of simple or monogenic 
diseases to translate to the study of cancer subtypes with complex mo
lecular features. 

Current in silico trials have been integrating more nuanced forms of 
clinico-genomic real-world data (RWD), collected in the context of 
routine patient care. These data include diagnostic “omics” and radio
imaging studies, electronic health records (EHR), socio-economic data, 
and mobile health technologies that continuously monitor patients’ 
lifestyles and medication compliance. The algorithms implemented for 
ISTs are evolving as well; artificial intelligence methods are better 
equipped to learn from the complexity and mere quantity of these new 
data sources. 

4. AI and in silico trials 

AI algorithms can offer distinct advantages over biomathematical 
models for in silico trials. RWD in healthcare is often incomplete and 
unstructured, lacking a standardized organization that is easily inter
pretable. While predictions from simpler linear statistical models are 
limited to the structured portions of RWD like numerical values in lab 
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reports, AI-powered technologies can also mine and integrate informa
tion from variegated sources like physicians’ notes and MRI scans, and 
high-throughput molecular profiling of DNA sequencing, gene expres
sion profiling, and proteomic profiling [14,16,20]. These technologies 
include neural networks, deep learning, unsupervised machine learning, 
natural language processing, and computer vision. ISTs fueled by AI can 
undergo an iterative process, where each consecutive run of the same 
intervention incorporates new patient data and learns from error reports 
of prior simulations, to improve predictions. Finally, AI algorithms can 
increase the number of virtual patients included in a trial, while sparing 
the computational cost of doing so by running scenarios faster and in 
parallel. 

Computational biology groups have started to utilize the added ad
vantages of the AI models for pharmaceutical drug development. For 
example, some companies have been augmenting existing clinical trial 
management software with AI technology to automate patient selection 
and clinical trial enrollment. These algorithms combine text recognition 
and natural language processing tools to denoise, segment, and extract 
relevant patient information from unstructured and structured written 

or scanned patient notes as well as relevant lab studies in the EMR 
system. Then, the relevant features inform automated prioritization of 
patients by risk and fit within trial inclusion criteria determined by 
cross-referencing databases like ClinicalTrials.gov to prescreen in
dividuals eligible to participate in a clinical trial, with the ultimate goals 
of increasing cancer patient enrollment into RCTs [7,23] and extending 
this technology to simulate large patient trials to predict treatment 
outcome. 

5. The promise of causal AI 

Predictions from ISTs, particularly from those using AI platforms, 
have advanced drug development by inferring the effect of an inter
vention on complex patients. However, ISTs used for risk prediction are 
still limited in their ability to recognize the cause of an outcome. Why 
does an immunomodulating therapy work in patient A but not patient B? 
Identifying the causality of a treatment will unveil the underlying 
mechanism of an intervention, offering intelligent design of chemo
therapies and personalized medicine regimens that optimize these 
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Fig. 1. Fragment of causal network describing the relationship between variables in the CoMMPass IA9 dataset [9]. This network structure estimates the effect of 
interventions by simulating how changes in values of variables affects other variables downstream in the networks. Orange are genes, yellow are laboratories, gray 
are demographics, white are somatic variants, and green are treatment variables. The size of the nodes is relative to the estimated size of the effect from simulations, 
the width of the edges represents the confidence in the connection and the color represent whether the relationship between variables is direct or inverse. 
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causal relationships and improve patient outcomes [39,31,34]. 
Causal AI algorithms can help ISTs determine the cause and effect of 

an intervention in individuals or populations using two frameworks: 
potential outcomes and causal graphs. The potential outcomes frame
work builds a control and experimental group on a retrospective dataset 
of exposures and outcomes. AI is used to mine the dataset to identify 
virtual participants for each group that are nearly identical except for 
the exposure of interest. While the potential outcomes method is useful 
to test the causal influence of one intervention at a time, causal graph 
models can test the cause and effect of changing multiple variables 
[29,38]. 

Bayesian network models are one subset of causal graph models that 
use AI to estimate the probabilistic relationships between variables in a 
dataset in the causal discovery step [10,29]. After building a baseline 
network of causal relationships, ISTs can simulate numerous “what if” 
scenarios to record the outcomes of systematic perturbations to the 
network [12]. Because causal AI ISTs can process a large number of 
features and interventions at once, and can integrate information from 
different data modalities including text, imaging, and genomic data 
from patients’ profiles, they could serve as a powerful tool to test pre
cision medicine hypotheses in a virtual setting [17,18,27]. 

In multiple myeloma research, several groups have utilized the 
Multiple Myeloma Research Foundation CoMMPass clinico-genomic 
patient database to conduct ISTs. 

For example, Laganà et al. [15] developed a causal network of 
modules of co-expressed genes from the CoMMPass IA7 dataset and 
found a module involved in cell cycle regulation and DNA damage 
response that correlates with early relapse and aggressive disease. This 
module also led to the development of a simple prognostic signature 
validated on independent datasets. Another example is the work by Liu 
et al. [17,18] who developed a causal network from the Multiple 
Myeloma Research Consortium dataset that was validated on the 
CoMMPass dataset. Findings from this work include a 178-gene prog
nostic subnetwork enriched in cell cycle genes, a unification of previ
ously published prognostic gene signatures as well as elucidation of the 
signature response of proteasome inhibitors and immunomodulatory 
drugs. 

One company, GNS Healthcare, has used its causal AI simulatiton 
platform, Gemini — The in silico Patient™, to reverse-engineer an in 

silico patient population from 645 patient with approximately ~30,000 
clinical and molecular features from the MMRF CoMMPass IA9 dataset. 
The technology reverse-engineered an approximation of the causal re
lationships among the variables in the data (Fig. 1) and investigated the 
drivers of relevant outcomes like high risk, progression free survival 
(PFS), and overall survival [5,19,11]. 

This model was then simulated to answer one of the primary ques
tions in multiple myeloma patient care: Which patients will respond to 
stem cell transplant? In order to estimate the effect of interventions, the 
ensemble of models representing the patient cohort is used to simulate 
the effect of treatments conditioned on the specific patient characteris
tics. This counterfactual simulation represents a new type of data-driven 
in silico trial that reveals the treatment response driven by the integrated 
impact of patient genomic and clinical profiles. Sub-populations of 
responder and non-responder patients were revealed, with high 
expression of CHEK1 appeared to have a smaller stem cell transplant 
effect on PFS [11]. An independent non-prospective clinical trial dataset 
confirmed this relationship and the corresponding significant impact on 
PFS, as shown in Fig. 2 [9]. CHEK1 is involved in cell cycle regulation 
that drives PFS in high risk patients and the underlying mechanisms 
were preliminarily validated by drug inhibitor experiments [5]. 

6. Conclusion 

In silico trials provide rich opportunities to support the clinical trial 
process in oncology, ensuring that fewer interventions fail Phase II/III 
trials and more enter the market sooner. Here, we highlight the benefits 
of computer simulation of drug development trials, and in particular the 
utility of causal AI methods for ISTs. However, some limitations still 
need to be addressed for the widespread adoption of these methods. 

The first and greatest limitation is the generation and curation of 
large clinico-genomic datasets. There remains a dearth of high-quality 
clinical datasets with corresponding multi-omic data generated from 
patient samples, which may result in missing, inaccurate, or incomplete 
source data. Imputation-based methods that replace missing data with 
statistical estimates offer one solution, however, imputation assumes 
that such data are missing at random, which they often are not. 
Expanding structured real world data collection can isolate more social 
and biological factors that drive health behaviors, reducing the 

Fig. 2. An independent non-prospective clinical trial dataset (DFCI) confirms a sub-population of responder and non-responder to SCT stratified by CHEK1. Patients 
with high expression of CHEK1 appeared to have a smaller stem cell transplant effect on PFS. 
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assumptions made in the models and improving their accuracy and 
generalizability. Collective efforts to create well-curated datasets in 
oncology for use in ISTs are already underway; for example, American 
Society of Clinical Oncology’s mCODE project is assembling a stan
dardized infrastructure for cancer clinicians to collect structured data on 
their patients to input into EMR notes [24]. Standardization will help to 
ensure data privacy, quality, and access. Furthermore, a uniformed 
workflow will encourage algorithmic transparency and replicability of 
results. Second, AI methods, especially causal AI methods based on 
Bayesian Networks need to be improved and more broadly applied to 
these emerging clinico-genomic data sets. 

Third, given that specific predictions from ISTs rely entirely on the 
data provided and algorithms used, we need to build a rigorous criterion 
to evaluate ISTs for biases, overfitting, and validity. Biases such as sta
tistical misrepresentation may limit the application of ISTs to the gen
eral population. Traditional clinical trials are also familiar to these 
biases- many phase III clinical trials do not generalize to the real-world 
population given the narrow similarities within patient cohorts in Phase 
I and II trials [34], explaining the large attrition rate of drugs from Phase 
II to III trials, as mentioned above. However, unlike traditional clinical 
trials, ISTs can continually update its model to include data from new 
patients, building a more representative sample at the cost of overfitting 
the data. To minimize these risks, maintaining best practices regarding 
adequate representation of traditionally underrepresented groups, 
appropriate quality control measures, and transparency in protocol, or 
algorithm, development to ensure reproducibility of results are as 
essential for ISTs as they are for traditional clinical trials. This criterion 
should be developed collaboratively between academics, industry, and 
regulatory bodies (e.g., the FDA). Finally, an interdisciplinary bridge 
between computer scientists, biologists, physicists, and clinicians should 
be constructed early to align the goals of both teams. 

ISTs will never fully replace randomized clinical trials. But, as we 
reach a tipping point in greater availability of clinic-genomic data 
routinely collected in the clinic and with mobile health technologies, 
along with the development of more complex analytical structures, such 
as causal AI and almost unlimited cloud computing platforms, ISTs will 
serve as a powerful tool to proactively refine RCTs in oncology. This may 
not only reduce the cost and complexity of running a trial, but also 
enable discovery of many more treatment options for different patients. 
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