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Introduction

In this study, we use the Multiple Myeloma Research
Foundation (MMRF) CoMMpass trial (NCT0145429) Interim
Analysis 9 (IA9) dataset of newly-diagnosed multiple myeloma
(MM) patients to learn an ensemble of Bayesian networks in
order to elucidate important biological mechanism in MM.

We demonstrate that our approach finds a number of
known drug targets and identifies potentially novel ones.
These targets, in our simulations, affect a number of
treatment efficacy outcomes.

Data Collection

The CoMM pass trial (NCT0145429) started in July 2011 and
includes patients from the United States, Canada, and the
European Union. For each patient, tumor and matched
constitutional samples are analyzed with Long-insert Whole
Genome Sequencing, Whole Exomme Sequencing, and RNAseq.
Clinical parameters are colected at study entry and every three
months for a minimum of 5 years.

Afterintegrating the different data modalities (somatic
single nucleotide variants (SNV), structural variants, somatic
copy numbers (SCNV), and RNAseq gene expression) we
obtained a table with 645 patients samples, and 30426 variables
that completely characterize the molecular and clinical traits of
each patient.

Methodology For Analysis

We have applied REFS™ [2], our state-of-the-art Bayesian causal
inference engine, to reverse-engineer the molecular pathways
that most likely affect treatment.
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* Network structures are constrained to a minimal set of
biological relations, but are otherwise de novo.

* To account for intrinsic uncertainty of the structure, we used
REFS to learn an ensemble of 256 networks representing a

statistical sample of the most probable structures that explain
the data.

“Treatment” Effects

* The resulting Bayesian network model is interrogated by
exhaustively enumerating the effects of perturbations of the
variables in the model upon outcomes for each of the networks in
the ensemble [5].

* This approach could simulate, for example, a gene knockdown
experiment, a change in drug treatment, or an imposition of an
enrollment criterion upon a clinical study.

Selected Findin

* General Network Properties

Important Variables According to Out-Degree
ariable De:

Genetic Stratification of Tumor Samples

%

Bi-clustering of the somatic ge netic varantswith the largst
Asample of pgenes, SNV, CNV, andstructural variants withlarg outdegree. Distance weighted by outde gree .

out-degree.

* Drivers of High Risk and Durable Response

binding

activity, posi
promoter transcript!on

Drivers of outcomes. The blue nodes represent strong drivers of the outcome
(red node). The width of edges are a function of the frequency of this edge
among all networks i the ensemble and is given by the number nextto the
edge ifitis largerthan 50%.

GOterms associated withgenes that are causal drivers
of the outcomein atle ast40%of the networks upto 4
hops away.

Durable Response

response
positive
membrane .

| binding’
regulation

N
Current and Future Work

* Developing patient stratification algorithms for finding
individual treatment effects and identifying possible
subpopulations.

» Determining drivers of the subpopulations with different
treatment effects.
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